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Abstract

Entity matching is one of the principal challenges
for success of the e-commerce development.
It makes it possible to identity whether two en-
tity records refer to the same real-world entity, i.e.
matching the product offers from different vendors
with the clients requests.

e The overview of the state of the art methods tor
attribute-based matching methods and systems is
discussed.

-

e The approach to entity matching is proposed
based on the fuzzy logic, machine learning and
using the cosine distance.

e The efficiency of the proposed system is
demonstrated on the pharmaceutical databases
provided by the pharmaceutical aggregator.

Motivation

Entity matching (EM) is the well known challenge in
the database community. Its objective is to identifying
which records refer to the same real-world entity (e.g.,
stock keeping units, SKU) among heterogeneous data
It is also known as “entity alignment”
to make it possible to judge whether entities refer to
the same object in the real world. This field attracts
a lot of attention due to the rise of electronic trading
worldwide.

SOUICes.

Despite the high practical value, the systematic ap-
proach and technologies overview is mainly missing in
the literature.

We need to compare nomenclatures of medical prod-
ucts, medicines from different sources, such as phar-

macies, hospitals, and others. This is a complex and

time-consuming task.
Pharma Data.
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Methodologically EM problem can be soved by ap-
plying many heuristics during preprocessing stage

with classical text similarity methods or using metric
learning-based approaches.

The Heuristic-based Approach

The heuristic-based approach could seem straightfor-
ward but combination of heuristics is found to be et-
ficient. Additionally, fuzzy matching is applied in the
matching process during tokenization. This allows to
take into account possible misprints, spelling errors and
spelling variations in nomenclatures.

The encoding of each nomenclature string relies on a
bag-of-words vector representing. To determine the
similarity between the query and the nomenclature dic-
tionary, cosine distance.

the
TFIDF (Term Frequency-Inverse Document Fre-

For matching of nomenclature name types,

quency) method proves to be effective due to the fact
that many item names are almost unique and occur
only a few times.
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Figure 1: Heuristic-based process flow architecture
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Prior to vectorization, each string undergoes a prepro-
cessing stage that involves the removal of special char-
acters, punctuation, and stop words. Abbreviations
and synonyms are standardized for consistent repre-
sentation, and numerical designations for dosage and
Additionally, English

names are transcribed into phonetic-like representation

volume are uniformly written.

to enhance language consistency:.

Seamise network-based approach

Despite of the fact that heuristic based approach can
be effective on semi-standartized data, it has lack of
robustness. That’s why we have tried another method.
The Siamese neural network was trained on a marked
dataset containing of triplets (query, positive match-
ing sample, negative sample). The network exploits
triplet loss with construction of hard triplets.
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We find negative samples that have minimal distance
to positive to build dataset.
FEach nomenclature passes through the network and

oets a vector representation. Then, the vector
representations compared using cosine distance. We
use mean reciprocal rank as quality metric.

Experiment results & Conclusions

To evaluate the effectiveness ot the proposed method.,
we conducted experiment on a dictionary of medical
products. In the dataset there were 600,000 items
that needed to be matched between a pharmacy and
a hospital. Each item description contains item name,
manufacturer, number (for example, number of pills),
dosage, from of manufacturing and other characteris-
tics. Usually each hospital query looks like: Name,
Dosage, Form, Number, etc. But sometimes it highly
varies from institution to institution. We managed
to achieve 92.5429% accuracy on institution-
specific data, indicating the high effectiveness of the
proposed method. However method can provide lower
accuracy on unspecified data which is about

68%.

It makes the system non-robust to format changes, be-
cause of that we try fine-tune pre-trained transtormer
model on our data. Our results is still intermediate,
but we got up to 70% quality on our data with

BERT'. It can be much better with specific tokenizer
Except this we go-

which 1s aware or medicines terms.
ing to consider numeric content separately:.

The proposed method can be applied in practice to

the automatic comparison of nomenclature of medical
coods, for example, between a pharmacy and a hospi-
tal. This will simplify and speed up the process com-
parison, reduce the number of errors and increase the
eficiency of inventory management and search for al-
ternative 1items.
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Figure 2: Seamise fine-tuned BERT network-based process archi-

tecture
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